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Abstract. Engineering problems are some of the currently most prominent research 
issues. One of the classes of engineering problems are engineering design problems, 
where a set of variables is calibrated for the optimization function to have a minimal or 
maximal value. This function often considers energy efficiency, cost efficiency, 
production efficiency, etc., in engineering design. One of the ways in which such 
problems are solved is the application of metaheuristics. This paper demonstrates how 
the Honey Badger Algorithm can be used to solve certain optimization problems in 
mechanical engineering. Firstly, a brief review of the Honey Badger Algorithm, as well 
as its biological inspiration, is given along with the most important formulae. The pseudo 
code for this algorithm was written using the MATLAB R2020a software suite. The Honey 
Badger Algorithm was used for the optimization of engineering problems, such as: 
pressure vessel optimization, 3D beam optimization, multiple-disk clutch brake and 
cantilever beam optimization. The results presented in this paper show that the Honey 
Badger Algorithm can produce relevant results in the field of engineering design 
problems. 

Key words: Honey badger, Algorithm, Optimization, Engineering design, 
Metaheuristics 

1. INTRODUCTION 

Machine design is a field of research where a mechanical part is designed to fulfill 
certain criteria, whilst keeping in mind its physical limitations. By extracting all the 
necessary variables, we can define a problem using mathematical programming. The key 
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elements of this problem are variables, conditions, and a fitness or goal function. Variables 
represent key features of a certain mechanical part, while conditions represent limitations 
to the mechanical design. The fitness or goal function is a criterion that should be 
minimized or maximized (e.g., minimizing the cost by minimizing the surface, or 
maximizing the force an element imposes).  

Problems of mathematical programming are sometimes solved by using metaheuristics, 
a class of stochastic-deterministic algorithms designed for solving complex NP-hard 
problems. Metaheuristics are divided into two categories: single-solution (s-based), where 
a single solution to the problem is transformed in order to find a better solution, and 
population (p-based), where a population of solutions is used to explore the search space 
and converge to the best solution. Many p-based algorithms were used for solving machine 
design problems and will be described in what follows. 

The Marine Predator Algorithm (MPA) [1] is based upon the predator-prey model 
which exists in nature, dividing the population into these two parts for this algorithm. First, 
solutions are randomized to create the initial population of prey, used to determine the 
movement of the population, while the predator population is made by replicating the best 
solution of the prey population. In each phase, the predator population moves faster with 
each iteration, while the prey population slows down its movement. This process happens 
in three equally long phases of the algorithm. 

The Dingo Optimization Algorithm (DOA) [2] is based upon the hunting behavior of 
dingoes. The population is split into three roles: best search agent (alpha), second best 
search agent (beta), and other search agents (dingoes), with each role moving 
independently through the search space. An interesting characteristic of this algorithm is 
that the encircling phase guarantees that the prey will be surrounded from each part of the 
solution space. 

The Tunicate Swarm Algorithm (TSA) [3] is inspired by small sea creatures, the 
tunicates, and their swarm behavior. This algorithm features only one phase, where the 
movement decreases as iterations pass. The main characteristic of this algorithm is that, 
during movement, conflicts among the search agents are resolved, so that the search agents 
do not end up in the same space, and the tunicates move first towards the best neighbor, 
and, ultimately, towards the best search agent. 

The Firefly Algorithm (FA) [4] was inspired by the behavior of a population of fireflies. 
Firstly, a population of fireflies is generated at random. Then, based on the quality of the 
solution, each firefly emits a light around itself. The better the solution, the stronger the 
light. As the iterations pass, the fireflies converge towards the best solution. 

The Aquila Optimization algorithm (AO) [5] was inspired by a common bird of prey 
of the same name. The main characteristic of this algorithm is that it is split into two phases: 
exploration (in the first two-thirds of iterations) and exploitation (the final third of 
iterations). In each of these two phases, the Aquila may move in an expanded or narrowed 
manner, determined by a random number variable. This division of phases and types of 
movement in each phase is this algorithm’s most prominent feature. 

The Ant Colony Optimization (ACO) [6] uses the movement of ants in a colony as 
inspiration. The problem is divided into parts of a trail, while the whole solution represents 
a trail which the ants follow. At first, the ants might follow any trail in order to construct 
the solution, but they leave a pheromone trail behind themselves, making the next batch of 
ants follow that trail with higher probability. Higher quality solutions leave a stronger trail, 
bringing the algorithm to convergence. 
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The Reptile Search Algorithm (RSA) [7] is based upon the hunting behavior of 
crocodiles. This algorithm is divided into two phases: encircling (exploration) and hunting 
(exploitation). In the exploration phase, the crocodiles use two different strategies: high 
walking and belly walking. This is done in order to explore the solution space as much as 
possible. 

The Honey Badger Algorithm (HBA) [8] has shown ability in solving parameter 
optimization problems. In [9], the HBA was used to optimize parameters of a neural 
network which is used to identify the model of proton-exchange membrane fuel cells. In 
fuel cell design [10], the HBA was used to determine the parameter of the proton exchange 
membrane fuel cell (PEMFC) and has shown promising results on three datasets. In the 
field of photovoltaic cells, the HBA was used to accurately identify the single diode model 
(SDM), dual diode model (DDM), and three diode model (TDM) parameters of solar 
photovoltaic cells [11]. Since the core of engineering design problems is parameter 
optimization, the effectiveness of HBA in solving such problems will be presented in this 
paper. 

This paper consists of five sections. In section 1, a brief introduction to the field of 
metaheuristics, engineering design problems and used algorithms is given. In section 2, the 
Honey Badger Algorithm (HBA) is described in detail. In section 3, optimization models 
are discussed, and section 4 compares experimental results for the selected set of data. In 
the last section, conclusions based on experimental results are discussed. 

2. HONEY BADGER ALGORITHM  

Honey badger is a mammal with black and white fluffy fur, known for its fearless 
nature, often found in the semi-deserts and rainforests of Africa, Southwest Asia, and the 
Indian subcontinent. This dog size (60 to 77 cm body length and 7 to 13 kg body weight) 
fearless forager preys on sixty different species including dangerous snakes.  

The Honey Badger Algorithm (HBA) is inspired by the foraging behavior of honey 
badgers (Fig. 1). There are two ways in which the honey badger searches for food: by using 
its own sense of smell, or by following the honeyguide bird, known for easily locating 
honey. The algorithm is split into two phases: digging phase and honey phase. 

 

Fig. 1 Honey badger attacks python 
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The main characteristics of this algorithm are the following: using randomization for 
initialization, two phases that are randomly determined, and Cardioid motion in the 
exploration phase. The i-th badger in the following text is denoted by xi, while the current 
best solution is denoted by xprey. A general note is needed about variables, and that is that 
all the variables that are named as rx, where x is a number, are random numbers in the 
interval [0, 1], which have uniform distribution.  

In the initialization phase, the position of each badger is determined by: 

 𝑥𝑥𝑖𝑖 = 𝑙𝑙𝑏𝑏𝑖𝑖 + 𝑟𝑟1 × (𝑢𝑢𝑏𝑏𝑖𝑖 − 𝑙𝑙𝑏𝑏𝑖𝑖)  (1) 

where lbi and ubi represent the lower and the upper bounds for the variables, respectively.  
As it is with each p-type algorithm, a smooth transition from exploration to exploitation 

must be performed with each iteration. This is done by using the formula: 

 𝛼𝛼 = 𝐶𝐶 × 𝑒𝑒𝑒𝑒𝑒𝑒 � −𝑡𝑡
𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚

�                      (2) 

where C is a constant greater or equal to 1, with the default being 2. T represents the current 
iteration, while tmax represents the maximum number of iterations 

Then, the intensity I is calculated for each badger: 

 𝐼𝐼𝑖𝑖 = 𝑟𝑟2 × 𝑆𝑆
4𝜋𝜋𝑑𝑑𝑖𝑖

2                               (3) 

where S is the source strength or concentration strength, and di is the distance from the i-
th badger to the prey. The intensity is related to the concentration strength of the prey and 
the distance between it and the i-th badger. 

Because this shape has two directions in which the badgers can move, for each badger 
the direction is determined by using the flag F: 

 𝐹𝐹 = � 1
−1

𝑖𝑖𝑖𝑖𝑟𝑟6 ≤ 0.5
𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒,                                (4) 

Then, the position of each badger is updated according to: 

𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑥𝑥𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 + 𝐹𝐹 × 𝛽𝛽 × 𝐼𝐼 × 𝑥𝑥𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 + 

 +𝐹𝐹 × 𝑟𝑟3 × 𝛼𝛼 × 𝑑𝑑𝑖𝑖 × |𝑐𝑐𝑐𝑐𝑐𝑐(2𝜋𝜋𝑟𝑟4) × [1 − 𝑐𝑐𝑐𝑐𝑐𝑐(2𝜋𝜋𝑟𝑟5)]|      (5) 

where β is a parameter larger than one, representing the ability to get food (the default value 
is set to 5), and di is the distance between the prey and the i-th badger. 

In the honey phase, the badgers seek help from the guide bird to determine where the 
honey is located, and their position is updated according to: 

 𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑥𝑥𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 + 𝐹𝐹 × 𝑟𝑟7 × 𝛼𝛼 × 𝑑𝑑𝑖𝑖                              (6) 

After all the badgers move, the prey is determined again, and this algorithm is repeated 
until the stopping criterion (processor time or number of iterations) is met. 

3. OPTIMIZATION PROBLEMS  

In this section, each optimization problem is described in detail, namely: fitness or goal 
function, the practical basis for the problem, which parameter it consists of, and which 
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conditions are required of the variables. Every step of this process was done using the 
MATLAB R2020a software suite. In each example, the fitness function is denoted by f(x), 
while the i-th constraint is represented by gi(x). 

The primary concern for designing a pressure vessel (Fig. 2) is to reduce the costs of 
material, montage and welding. The problem takes into account the variables presented in 
Fig. 2: shell thickness (x1), head thickness (x2, Ts), shell radius (x3, R), and shell length 
(x4). 
 

 
Fig. 2 Pressure vessel design problem 

The mathematical formulation constraints of this problem are described in Eqs. (7-13) 
 

 𝑓𝑓(𝑥𝑥) = 0,6224𝑥𝑥1𝑥𝑥3𝑥𝑥4 + 1,7781𝑥𝑥2𝑥𝑥32 + 3,1661𝑥𝑥12𝑥𝑥4 + 19,84𝑥𝑥12𝑥𝑥3   (7) 

 𝑔𝑔1(𝑥𝑥) = −𝑥𝑥1 + 0,0193𝑥𝑥3 ≤ 0;                    (8) 

𝑔𝑔2(𝑥𝑥) = −𝑥𝑥2 + 0,00954𝑥𝑥3 ≤ 0;                  (9) 

𝑔𝑔3(𝑥𝑥) = −𝜋𝜋𝑥𝑥32𝑥𝑥4 −
4
3
𝜋𝜋𝑥𝑥33 + 1296000 ≤ 0;           (10) 

𝑔𝑔4(𝑥𝑥) = 𝑥𝑥4 − 240 ≤ 0;                       (11) 

  (12) 

  (13) 

The second problem consists of minimizing cross‐section heights of all elements of a 
cantilever beam, which is shown in Fig. 3. A vertical shift of point A is defined in advance, 
having a specified upper limit. The beam is under continual load (q1, q2) on the horizontal 
parts of the beam, as well as horizontal force F, which affects the vertical part of the beam. 

The goal function to be minimized is defined as: 

 𝑓𝑓(𝑋𝑋) = 0.8𝑥𝑥1 + 𝑥𝑥2 + 0.8𝑥𝑥3,                      (14) 

while the conditions to be met are:  
 

0 100; 1,2;ix i≤ ≤ =

10 200; 3,4;ix i≤ ≤ =
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𝑢𝑢𝐴𝐴(𝑋𝑋) = �
11.2480 ⋅ 10−3

𝑥𝑥13
+

3.5399 ⋅ 10−3

𝑥𝑥23
+

0.3840 ⋅ 10−3

𝑥𝑥33
� ≤ 0.05[𝑚𝑚], 

0.1 ≤ 𝑥𝑥1 ≤ 0.9, 

 0.1 ≤ 𝑥𝑥2 ≤ 0.9,                                       (15) 

0.1 ≤ 𝑥𝑥3 ≤ 0.9, 

 
Fig. 3 3D beam design problem 

The objectives of the problem are to minimize the mass of the brake. The disc brake 
optimization model has four variables (as shown in Fig. 4) – inner radius of the discs (x1), 
outer radius of the discs (x2), engaging force (x3) and number of the friction surfaces (x4). 
 

 
Fig. 4 Multiple-disk clutch brake design problem 

The objective functions and constraints of the disc brake design optimization are 
defined as follows: 
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         (16)                                                                                            

                                 (17)                                                                                              

                             (18)                                                                                

                     (19)                                                                                   

            (20)                                                                                   

        

(21)

 

55 ≤ 𝑥𝑥1 ≤ 80, 

75 ≤ 𝑥𝑥2 ≤ 110,   
1000 ≤ 𝑥𝑥3 ≤ 3000, 

 2 ≤ 𝑥𝑥4 ≤ 20.  (22) 

A cantilever beam (Fig. 5) is an important element in mechanical engineering, whose 
design is to be handled with utmost care. Minimization of said beam weight represents the 
main goal in design. The lengths of the five bearings are this problem’s variables. 
 

 
Fig. 5 Cantilever beam 

The mathematical formulation constraints of this problem are described in Eqs. (23-
24): 

  (23) 

( ) ( )( )5 2 2
1 2 1 44.9 10 1 ,f x x x x−= × − −

( ) ( )1 2 1 20 0.g x x x= − − ≥

( ) ( )2 430 2.5 1 0.g x x= − + ≥

( ) ( )
3

3 2 2
2 1

0.4 0.
3.14

xg x
x x

= − ≥
−

( ) ( )
( )

3 3 3
3 2 1

4 22 2
2 1

2.22 10
1 0.

x x x
g x

x x

−× −
= − ≥

−

( ) ( )
( )

2 3 3
3 4 2 1

5 2 2
2 1

2.66 10
900 0.

x x x x
g x

x x

−× −
= − ≥

−

( ) ( )1 2 3 4 50,6224 ,f x x x x x x= + + + +
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      (24) 
 

The considered variable ranges are given in Eq (25). 

                            (25) 

4. RESULTS  

In this section, the results obtained by using HBA on a set of selected engineering 
problems is given. 

In the case of the pressure vessel problem, what is considered a good result for the goal 
function is 5885.3327, with the results shown in Table 1. 

Table 1 Comparison of results for the first example (design of a pressure vessel) 

Variables GWO [12] WCA [13]  HBA 
x1 0.822 0.778 0.778 
x2 0.406 0.431 0.384 
x3 42.602 40.319 40.319 
x4 

f(x) 
170.484 

5964.500 
200.000 

5888.332 
200.000 

5885.331 
 
As the table shows, the HBA yields results that are better than the current literature. 

In Table 2, a comparison of results for the design of a 3D beam optimization problem is 
shown. 

Table 2 Comparison of results for the second example (3D beam) 

Variables ANSYS [14] GOA [15]  HBA 
x1 0.804 0.804 0.804 
x2 0.569 0.569 0.569 
x3 0.345 0.345 0.345 

       f(x)          1.461       1.409    1.490 

In Table 2, a comparison of results for the design of a cantilever beam optimization 
problem is shown. In this case, the HBA gives a result comparable to the ones described in 
papers [14,15]. ANSYS/Design Optimization-Subproblem Approximation Method gives a 
better result, yet it violates the condition g1<0.05. 

A detailed display of the results obtained by the HBA and a comparison with the results 
obtained by other methods, for the disk brake problem, are shown in Table 3. For this 
problem, the HBA yields better results than GA and PSA. 

 

( ) 3 3 3 3 3
1 2 3 4 5

61 27 19 7 1 1 0,g x
x x x x x

= + + + + − ≤

1 2 3 4 50,01 , , , , 100,x x x x x≤ ≤
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Table 3 Comparison of results for the third example (disk brake) 

Variables PSA [16] GA [17]  HBA 
x1 62.600 65.800 55.000 
x2 83.500 86.100 75.000 
x3 2920.900 2982.400 1000.000 
x4 

f(x) 
11.000 
1.790 

10.000 
1.660 

2.000 
0.127 

 

In the case of the cantilever beam design problem, the results are presented in Table 4. 
The results from the literature, where the ALO and MMA methods are used for this 
problem, are to be found in the same table. 

Table 4 Comparison of results for the fourth example (cantilever beam) 

Variables ALO [18] MMA [19]  HBA 
x1 6.018 6.010 5.965 
x2 5.311 5.300 4.873 
x3 4.488 4.490 4.460 
x4 
x5 

f(x) 

3.497 
2.158 
1.339 

3.490 
2.150 
1.340 

3.476 
2.138 
1.301 

 
As can be seen from the results, the HBA gives near optimal results, close to the MMA 

and ALO methods. 

4. CONCLUSION 

This paper describes the HBA algorithm and applies it to a selected set of engineering 
problems. This set is comprised of the pressure vessel, cantilever beam, 3D beams and 
multiple-disk clutch brake design problems, which are described in detail, and highlighted 
by figures, goal function and descriptions of constraints. 

The input parameters chosen are 30 search agents and 1000 iterations of the algorithm. 
The reason for this is that, as was discovered during the research, increasing the values of 
these input parameters did not yield better solutions. 

In the case of the pressurized vessel optimization and the multiple-disk clutch brake, 
the HBA provided better results than the methods to which it was compared. In the case of 
the other two optimization problems, cantilever beam and 3D beam, the HBA yielded near 
optimal solutions. 
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